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1. The single facility location problem with variable demand

2. The leader-follower problem with variable demand
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The single location problem with variable demand

Scenario
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Problem to solve

F(M (x,α)) = c⋅ M (x,α)

G(x,α) = G1(x)+G2 (α)

Mathematical formulation

Profit obtained by the chain

Distance between demand point pi and x 

Location of the new facility 

Quality of the new facility 

M(x,α) .......Market share attracted by the chain

c…….…………Income per unit of goods sold

maxΠ(x,α) = F(M (x,α))−G(x,α)

..ts di (x) ≥ di
min∀i

α ∈ αmin,αmax[ ]
x ∈ S⊂ ℜ2

G(x,α) ........…………..….…… Operating costs 

The single location problem with variable demand
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M(x,α
) 

Market share attracted by the chain

n Number of demand points

m Number of existing facilities

k Number of  existing facilities which 
belong to the chain

Mathematical formulation

M (x,α) = wi (Ui )

ui 0 + uij
j=1

k

∑

ui 0 + uij
j=1

m

∑i=1

n

∑

6

Demand or buying power at pi

Total utility derived by a customer at pi

Maximum (resp. minimum) possible 
demand at pi

Share of the maximum possible increment 
that a customer decides to expend at pi

)( ii Uw

iU

ei (Ui )

Ui = ui 0 + ui jj=1

m

∑

wi
max

(resp.        
)

wi
min

wi (Ui ) = wi
min + incri ⋅ei (Ui )

incri = wi
max − wi

min

ei (Ui ) ∈ [0,1]

The single location problem with variable demand
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Has been 
solved

Interval 
Branch  & Bound 

Algorithms for solving the single location model

Location model 
with variable

demand

UEGO

7

Original local 

optimizer (WLM)

Modified local 

optimizer (WLMf)
UEGOf

ParUEGOf
Modified local

optimizer (WLMf)

•New stopping rule for WLM

The single location problem with variable demand
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8UEGO: Universal evolutionary global optimizer

UEGO is an algorithm based on 
subpopulations (species).

During the optimization process, 
a list of species is kept by UEGO.

Each species can evolve to the 
local or global optima without 
participation of the remaining 
ones.

Basic concepts

Specie:
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Parameters…

Evals (N): The maximum number of function evaluations for the 
whole optimization process.

levels (L): The maximum number of levels.

max_spec_ num (M): The maximum length of the species list.

min_r (RL): The radius that is associated with the minimum level.

Ri : Radius associated with level i.

newi : Maximum number of function evaluations allowed when 
creating new species.

ni : Maximum number of function evaluations allowed when 
optimizing species.

User given parameters

Parameter at each level 

UEGO: Universal evolutionary global optimizer
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Universal evolutionary global algorithm: Init_species_list

Select_species

Init_species_list

Create_species

Select_species

Optimize_species

Optimize_species

UEGO: Universal evolutionary global optimizer
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Universal evolutionary global algorithm: optimize_species

Select_species

Init_species_list

Create_species

Select_species

Optimize_species

Optimize_species

UEGO: Universal evolutionary global optimizer

How long will the optimization procedure take?
Original local 

optimizer (WLM)

Modified local 

optimizer (WLMf)
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Universal evolutionary global algorithm: create_species

Select_species

Init_species_list

Create_species

Select_species

Optimize_species

Optimize_species

UEGO: Universal evolutionary global optimizer

How many species will be created?
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Universal evolutionary global algorithm: select_species

Select_species

Init_species_list

Create_species

Select_species

Optimize_species

Optimize_species

UEGO: Universal evolutionary global optimizer
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Sequential UEGO

Init_species_list_modified

Select_species

Init_species_list

Create_species

Select_species

Optimize_species

Optimize_species

Parallel UEGO

Optimize_species_paral

Create_species_paral

Optimize_species_paral

Select_species

A single specie As many individuals as
available processing
elements

Synchronization point

Select_species
Synchronization point

ParUEGOf: shared memory programming version of UEGOf
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budgeti

length(species_listi)

Shared variablesCreation_species_paral

How many species will be created?

budgeti

INPUT
newi

*end

Each thread:

1) Creation of a new set of 
candidate solutions (sub-list).

2) Partial selection on its sub-list.

3) Updating the main species list 
with its sub-list.

T
hr

ea
d_

0

T
hr

ea
d_

0

T
hr

ea
d_

n

T
hr

ea
d_

0

sub-list

Private variables

ParUEGOf: shared memory programming version of UEGOf
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Shared variablesCreation_species_paral: 1) Creation of new candidates

T
hr

ea
d_

0

T
hr

ea
d_

1

length(species_listi)

newi

*end

vectori

Private variables

budgeti

sub-list

How to do it? 

vectorvector

ParUEGOf: shared memory programming version of UEGOf
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Shared variablesCreation_species_paral: 2) Partial selection on threads

T
hr

ea
d_

1

T
hr

ea
d_

0

length(species_listi)

newi

*end

vectori

Private variables

budgeti

sub-list

How to do it? 

ParUEGOf: shared memory programming version of UEGOf
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Shared variablesCreation_species_paral: 3) Updating the main list

T
hr

ea
d_

1

T
hr

ea
d_

0

length(species_listi)

newi

*end

vectori

Private variables

budgeti

sub-list

How to do it? 

ParUEGOf: shared memory programming version of UEGOf
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Shared variablesOptimize_species_paral: modified local optimizer (WLMf)

T
hr

ea
d_

1

T
hr

ea
d_

0

length(species_listi)

newi

vectori

Private variables

How to do it? 

vectorvector

ParUEGOf: shared memory programming version of UEGOf
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20Computational studies

The input parameters were set to N = 1 ·108, M = 350, L = 30 and RL = 
0.05 for all the instances and algorithms. 

Algorithms have been implemented in C++.

Shared-memory applications programming interface used was 
OpenMP (version 3.0, supported by gcc 4.6.0).

All the computational studies have been obtained in the 
Supercomputer BenArabi of Murcia, Spain. The shared-memory 
machine is a HP Integrity Superdome with 128 cores and 1.5 TB of 
memory.

Environment

20
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n Number of demand points

m Number of existing facilities

k Number of existing facilities which belong to the chain

S Region of the plane where the new facility can be 
located

Table 2. Settings of the small test problems.

Test problems

Settings
Instance per setting

Execution per instance

24 x 10 x 1 = 240 executions24 x 10 x 1 = 240 executionsiB&B

UEGO

UEGOf

24 x 10 x 5 = 1200 executions24 x 10 x 5 = 1200 executions

24 x 10 x 5 = 1200 executions24 x 10 x 5 = 1200 executions

Total 2640 executions2640 executions

21
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Test problems

Table 3. Settings of the larger test problems.

26 x 5 x 5 x 1 = 650 executions26 x 5 x 5 x 1 = 650 executionsUEGO

UEGOf

ParUEGOf

44 x 5 x 5 x 1 = 650 executions44 x 5 x 5 x 1 = 650 executions

44 x 5 x 5 x 8 = 8800 executions44 x 5 x 5 x 8 = 8800 executions

Settings
Instance per setting

Execution per instance
Number of processors (P=1-128)Total 10100 executions10100 executions

22
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Results for small problems

Table 4. Average results for small problems.

• iB&B can solve the small problems with reliability.
• UEGO and UEGOf find the optimal solution with 100% success.
• UEGO is much faster than iB&B.
• UEGOf is faster than UEGO, expect for the easiest problems with setting (n=50, 

m=2,5) reductions varying from 1% up to 37% in some cases.

.

23
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Result for larger problems

• iB&B runs out of memory.
• Both UEGO and UEGOf can solve them without difficulties.
• Both UEGO and UEGOf  are rather robust (it obtains the same solution in 

all the runs).
• UEGOf is much faster than UEGO (around 50%).
• UEGO has not been able to solve the largest problems.

Table 5. Average results for larger problems.

24
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Result for larger problems

Table 6. Average results for larger problems.

25
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Performance evaluation

Eff (P) = T(1)

P ⋅T(P)

Figure 7. Average efficiency of ParUEGOf algorithm.

Notation:

P: number of processors

26
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27Conclusions 
The deterministic exact interval B&B method can only solve small problem. 

For larger problems heuristics are mandatory.

The evolutionary algorithms UEGO and UEGOf can find the optimal
solution of small problems with 100% success, much faster than B&B. 

For larger problems, the heuristic algorithms are rather robust.

UEGO can solve problems with up to 1000 demand points and UEGOf is 
able to solve problems with up to 20000 demand points.

A parallel algorithm to reduce the runtime of UEGOf has been developed. 
This new method has a good behaviour in terms of effectiveness and 
efficiency.



28

Experience in the Supercomputer Ben Arabí when solving 
competitive location problems.

28Publications

[2] A. G. Arrondo, J. Fernández, , J. L. Redondo and P. M. Ortigosa, 
An approach for solving competitive location problems with variable demand
using multicore systems. Optimization Letters, submitted.

[1]  J. L. Redondo, J. Fernández, A. G. Arrondo, I. García, P. M. Ortigosa, 
Deterministic or variable demand? Does it matter when locating a facility?. 
Omega, Vol. 40, n. 1, pp, 99-20. ISSN: 0305-0483. 2012. Category 
(position/total): Operations research & Management science: 2/73



Experience in the Supercomputer Ben Arabí when solving 
competitive location problems.

29Use of Ben Arabí supercomputer

It is very important to know your code and the machine where your code is going to run.

29
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30Outline 

1. The single facility location problem with variable demand

2. The leader-follower problem with variable demand
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The leader-follower problem with variable demand

Scenario
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Market share attracted by the leader`s chain
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Mathematical formulation
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The follower (medianoid) problem The leader (centroid) problem

GS: a grid 
search procedure

The leader-follower problem with variable demand

Interval 
Branch  & Bound 

UEGO
Original local 

optimizer (WLM)

Modified local 

optimizer (WLMf)
UEGOf

ParUEGOf
Modified local

optimizer (WLMf)

MSH: multistart 
procedure

MSH_BB

MSH_UE

TLUEGO

TLUEGO_BB

TLUEGO_UE

The Algorithms
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GS: A grid search procedure

nf1

∏1(nf1,UEGO(Follower, nf1))

Algorithms to solve the leader (centroid) problem

The leader-follower problem with variable demand 34
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MSH: A multistart procedure

∏1(nf1,UEGO(Follower, nf1))

Algorithms to solve the leader (centroid) problem

The leader-follower problem with variable demand 35

MSH_UE

nf1

∏1(nf1,BB(Follower, nf1))

MSH_BB

nf1
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TLUEGO: Two-level evolutionary algorithm for the centroid problem

Algorithms to solve the leader (centroid) problem

The leader-follower problem with variable demand 36

Select_species

Init_species_list

Create_species

Select_species

Optimize_species

Optimize_species

nf1 nf2

TLUEGO_UE

TLUEGO_BB

∏1(nf1,UEGO(Follower, nf1))

∏1(nf1,BB(Follower, nf1))

Select_species

Init_species_list

Create_species

Select_species

Optimize_species

Optimize_species
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37Computational studies

The input parameters were set to N = 1 ·106, M = 350, L = 30 and RL = 
0.05 for all the instances and algorithms. 

Algorithms have been implemented in C++.

All the computational studies have been obtained in a processor Xeon 
IV with 2.4GHz and 1GByte RAM.

Environment

37
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n Number of demand points

m Number of existing facilities

k Number of existing facilities which belong to the chain

S Region of the plane where the new facility can be 
located

Test problems

Settings
Instance per setting

Execution per instance
Total 984 executions984 executions

Table 2. Settings of the test problems.
24 x 1 x 1 =  24 executions24 x 1 x 1 =  24 executionsGS

MSH_UE

MSH_BB

24 x 1 x 10 = 240 executions24 x 1 x 10 = 240 executions

24 x 1 x 10  = 240 executions24 x 1 x 10  = 240 executions

24 x 1 x 10  = 240 executions24 x 1 x 10  = 240 executions

24 x 1 x 10  = 240 executions24 x 1 x 10  = 240 executions

TLUEGO_BB

TLUEGO_UE

38
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Results

Table 4. Average results considering all the problems (n=15,25, 50).

• GS is rather time-consuming and is not able to find the global optimum.
• TLUEGO and MSH behave similarly independent of whether iB&B or UEGO is 

employed.
• TLUEGO is both the algorithm giving the best and most robust results, and this 

using less computational time.
• MSH provides the worst objective function value and different runs may provide 

very different objective values.

39
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40Conclusions 

The computational studies have shown that the evolutionary algorithm 
TLUEGO provides the best results and is more robust than the other 
strategies.

However, the computational time employed by TLUEGO for solving a
problem with 50 demand points is in average more than 2.5 hours.

This clearly suggests that a parallelization of the algorithm is needed.
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The follower (medianoid) problem The leader (centroid) problem

Hybrid parallel version of TLUEGO

Interval 
Branch  & Bound 

UEGO
Original local 

optimizer (WLM)

Modified local 

optimizer (WLMf)
UEGOf

ParUEGOf
Modified local

optimizer (WLMf)

GS: a grid 
search procedure

MSH: multistart 
procedure

MSH_BB

MSH_UE

TLUEGO

TLUEGO_BB

TLUEGO_UE

The Algorithms

Arabí
node
Arabí
node

ParTLUEGO

OpenMPOpenMP MPIMPIArabí
cluster
Arabí

cluster
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ParTLUEGO

Create

Optimize

Create

Optimize

Create

Optimize

Master-slave model

Hybrid parallel version of TLUEGO

ParUEGOf ParUEGOf ParUEGOf

ParUEGOf

Select_species

Init_species_list

Create_species

Select_species

Optimize_species

Optimize_species

Synchronization point

Synchronization point
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44Use of Ben Arabí supercomputer

It is very important to know your code and the machine where your code is going to run.
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45Conclusions 

Compiler

Architecture of machine

Synchronization points, load balance

Perform speedup with your serial code
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