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Abstract

Buffered CoScheduled MPI (BCS-MPI) introduces a new approach to design the communication layer for large-
scale parallel machines. The emphasis of BCS-MPI is on the global coordination of a large number of communicating
processes rather than on the traditional optimization of the point-to-point performance. BCS-MPI delays the inter-
processor communication in order to schedule globally the communication pattern and it is designed on top of
a minimal set of collective communication primitives. In this paper we describe a prototype implementation of
BCS-MPI and its communication protocols. Several experimental results, executed on a set of scientific applications,
show that BCS-MPI can compete with a production-level MPI implementation, but is much simpler to implement,
debug and model.
Keywords: MPI, buffered coscheduling, STORM, Quadrics, system software, communication protocols, cluster com-
puting, large-scale parallel computers.

1 Introduction

One of the oft-ignored and yet vitally important as-
pects of large-scale parallel computers is system soft-
ware. This software, which consists essentially of ev-
erything that runs on the computer other than user
applications, is required to make the hardware usable
and responsive. However, experience in the develop-
ment of large-scale machines, and in particular of the
ASCI1 ones, shows that it can take several years to de-
sign, implement, debug and optimize the entire soft-
ware stack before these machines become reliable and
efficient production-level systems [14].

The complexity of these machines has risen to a
level that is comparable to that of the scientific simula-
tions for which they are used. Such high-performance-

1http://www.lanl.gov/projects/asci/

computing (HPC) applications routinely use thousands
of processes and each process can have a large memory
image and multiple outstanding messages, resulting in
a very large and complicated global state.

System software consists of various aspects, includ-
ing communication libraries, resource management
(the software infrastructure in charge of resource al-
location and accounting), services for parallel file sys-
tem, and fault tolerance. The current state of the
art is to design these components separately, in or-
der to have a modular design and allow different
developers to work concurrently while limiting cross-
dependencies. Many of these components have many
elements in common, such as communication mech-
anisms, that are implemented and re-implemented
several times. In some cases the lack of a single
source of system services is also detrimental to perfor-
mance: most parallel systems cannot guarantee qual-
ity of service (QoS) for user-level traffic and system-
level traffic in the same interconnection network. Low-
priority, best-effort traffic generated by the parallel
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file system can interfere with higher-priority, latency-
sensitive traffic generate at user level. As another ex-
ample, system dæmons that perform resource manage-
ment can introduce computational “holes” of several
hundreds of ms that can severely impact fine-grained
scientific simulations, since they are not coordinated
with the communication library’s activities [20].

Buffered Coscheduling (BCS) [18] is a new design
methodology for the system software that attempts to
tackle both problems: the complexity of a large-scale
parallel machine and the redundancy of its software
components. The vision behind BCS is that both size
and complexity of the system software can be substan-
tially reduced by using a common and coordinated
view of the system. BCS tries to globally organize
all the activities of such machines at a fine granular-
ity, (in the order of a few hundreds of µs). In a sense,
BCS represents an effort to implement a SIMD global
operating system (OS) at a granularity coarser than
the single instruction, and yet fine enough so as not
to harm application performance. Both computation
and communication are globally scheduled at regular
intervals, and the scheduling decisions are taken after
exchanging all the required information. The separate
operating systems of each node are coalesced into a
single system view, without incurring any significant
performance penalty.

FILE SYSTEM

BCS Core Primitives

RESOURCE
MANAGEMENT LIBRARIES

COMMUNICATION

Figure 1: Hierarchical organization of the system soft-
ware. Parallel file system, resource management, and
communication libraries rely on the BCS core primi-
tives for their interactions.

A major innovative aspect of BCS is that most, if
not all, of the various elements of the system software
can be implemented on top of a small set of primitives
(Figure 1). We call this set of only three functions
the BCS core primitives [8]. We argue that the BCS
core primitives are on the one hand general enough
to cover many of the requirements of system software,
and yet on the other hand, close enough to the hard-
ware layer to exploit the highest level of performance.
In [8] we demonstrated that it is possible to imple-
ment a scalable resource management system, called
STORM, that is orders of magnitude faster than exist-
ing production-level software, by using the BCS core
primitives.

In this paper we extend and generalize our research
to another aspect of system software, the communica-
tion library. We have chosen to implement a variant of
the popular MPI library, called BCS-MPI. BCS-MPI is
designed following the BCS methodology. It is hierar-
chically built on top of the BCS core primitives and its
scheduling decisions are globally coordinated.

The main research trend in the design of commu-
nication libraries over the past decade has been to
minimize the point-to-point latency by removing ker-
nel overhead and moving the data communication into
the user level [2, 7, 9, 12, 17, 21, 26, 29]. BCS-MPI
follows a different path, which may seem counterin-
tuitive at first sight. Rather than optimizing the sin-
gle point-to-point communication in isolation, it tries
to optimize the entire communication pattern. Com-
munication is scheduled globally by dividing time into
short slices, and using a distributed algorithm to sched-
ule the point-to-point communication that will occur
at each time slice. Communication is scheduled only
at the beginning of a time slice and performed at ker-
nel level [6]. The shortest latency that a message will
experience will be at least one time slice, which is in
the order of few hundreds of µs with current technol-
ogy. On the other hand, we gain total ordering and de-
terminism of the communication behavior, which can
have significant benefits. For example, the fact that the
communication state of all processes is known at the
beginning of every time slice facilitates the implemen-
tation of checkpointing and debugging mechanisms.

The primary contribution of this paper is in demon-
strating that a constrained communication library such
as BCS-MPI provides approximately the same perfor-
mance of a production-level version of MPI on a large
set of scientific applications, but with a much simpler
software design. In fact, BCS-MPI is so small that
it runs almost entirely on the network interface pro-
cessor, and its activity is completely overlapped with
the computation of the processing node. In the fi-
nal part of the paper we also discuss the importance
of the non-blocking communication and how minor
changes in the communication pattern (e.g. replacing
blocking communication with non-blocking communi-
cation) can substantially improve the application per-
formance.

Secondary contributions include a detailed descrip-
tion of the innovative software design and the global
coordination mechanisms, and an extensive perfor-
mance evaluation with synthetic benchmarks and sci-
entific applications. We also demonstrate the potential
of using hardware mechanisms in the interconnection
network to perform global coordination.

The rest of this paper is organized as follows. In Sec-
tion 2 we describe the BCS core mechanisms that are
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the basis of BCS-MPI. Section 3 presents various de-
sign issues of BCS-MPI. In Section 4, the implementa-
tion of BCS-MPI is discussed. Performance evaluation
results are shown and analyzed in Section 5. Finally,
we present our concluding remarks and directions for
future work in Section 6.

2 The BCS Core Primitives

Our goals in identifying the BCS core primitives were
simplicity and generality. We therefore defined our ab-
straction layer in terms of only three operations. Nev-
ertheless, we believe this layer encapsulates most com-
munication and synchronization mechanisms required
by the system software components. The primitives
we use are as follows:

Xfer-And-Signal Transfers a block of data from local
memory to the global memory of a set of nodes
(possibly a single node). Optionally signals a local
and/or a remote event upon completion.

Test-Event Polls a local event to see if it has been sig-
naled. Optionally, blocks until it is.

Compare-And-Write Compares (using ≥, <, =, or �)
a global variable on a set of nodes to a local value.
If the condition is true on all nodes, then (option-
ally) assigns a new value to a – possibly different
– global variable.

The following are some important points about the
mechanisms’ semantics:

1. Global data refers to data at the same virtual ad-
dress on all nodes. Depending on the implemen-
tation, global data may reside in main memory or
network-interface memory.

2. Xfer-And-Signal and Compare-And-Write are both
atomic operations. That is, Xfer-And-Signal either
puts data to all nodes in the destination set (which
could be a single node) or – in case of a network
error – no nodes. The same condition holds for
Compare-And-Write when it writes a value to a
global variable. Furthermore, if multiple nodes
simultaneously initiate Compare-And-Writes with
overlapping destination sets then, when all of the
Compare-And-Writes have completed, all nodes
will see the same value in the global variable. In
other words, Xfer-And-Signal and Compare-And-
Write are sequentially consistent operations [15].

3. Although Test-Event and Compare-And-Write are
traditional, blocking operations, Xfer-And-Signal

is non-blocking. The only way to check for com-
pletion is to Test-Event on a local event that Xfer-
And-Signal signals.

4. The semantics do not dictate whether mecha-
nisms are implemented by the host CPU or by a
network co-processor. Nor do they require that
Test-Event yield the CPU (although not yielding
the CPU may adversely affect system throughput).

Quadrics’ QsNet network [19], which we chose for
our initial implementation, provides these primitives
at hardware level: ordered, reliable multicasts; net-
work conditionals (which return True if and only if a
condition is True on all nodes); and events that can
be waited upon and remotely signaled. We also quote
some expected performance numbers from the litera-
ture about other networks, for the two global opera-
tions. In some of these networks (Gigabit Ethernet,
Myrinet and Infiniband) the BCS primitives need to be
emulated through a thin software layer, while in the
other networks there is a one-to-one mapping with na-
tive hardware mechanisms.

We argue that in both cases – with or without hard-
ware support – the BCS primitives represent an ideal
abstract machine that on the one hand can export the
raw performance of the network, and on the other
hand can provide a general-purpose basis for design-
ing simple and efficient system software. While in
[8] we demonstrated their utility for resource manage-
ment tasks, this paper focuses on their usage as a basis
for a user-level communication library, BCS-MPI.

3 BCS-MPI Design

BCS-MPI is a novel implementation of MPI that glob-
ally schedules the system activities on all the nodes:
a synchronization broadcast message or global strobe
– implemented with the BCS core primitive Xfer-And-
Signal – is sent to all nodes at regular intervals or time
slices. Thus, all the system activities are tightly cou-
pled since they occur concurrently on all the nodes.
Both computation and communication are scheduled
and the communication requests generated by each
application process are buffered. At the beginning
of every time slice a partial exchange of communica-
tion requests – implemented with the BCS core prim-
itives Xfer-And-Signal and Test-Event – provides infor-
mation to schedule the communication requests issued
during the previous time slice. Consequently, all the
scheduled communication operations are performed
using the BCS core primitives Xfer-And-Signal and Test-
Event.
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TABLE 1: Measured/expected performance of the BCS core mechanisms as a function of the number of nodes n

Network Compare-and-Write (µs) Xfer-and-Signal (MB/s)

Gigabit Ethernet [25] 46 log n Not available
Myrinet [3, 4, 5] 20 log n ∼ 15n
Infiniband [12] 20 log n Not available
QsNet ([19]) < 10 > 150n

BlueGene/L [10] < 2 700n

The BCS-MPI communication protocol is imple-
mented almost entirely in the network interface card
(NIC). This enables BCS-MPI to overlap the commu-
nication with the computation executed on the host
CPUs. The application processes interact directly with
threads running on the NIC. When an application pro-
cess invokes a communication primitive, it posts a de-
scriptor in a region of NIC memory that is accessible
to a NIC thread. Such a descriptor includes all the
communication parameters that are required to com-
plete the operation. The actual communication will
be performed by a set of cooperating threads running
on the NICs involved in the communication protocol.
In the Quadrics network these threads can directly
read/write from/to the application process memory
space so that no copies to intermediate buffers are
needed. The communication protocol is divided into
microphases within every time slice and its progress is
also globally synchronized, as described in Section 4.2.

To better explain how BCS-MPI communication
primitives work, two possible scenarios for blocking
and non-blocking MPI point-to-point primitives are de-
scribed below.

3.1 Blocking Send/Receive Scenario

In this scenario, a process P1 sends a message to pro-
cess P2 using MPI Send and process P2 receives a mes-
sage from P1 using MPI Recv (see Figure 2(a)):

1. P1 posts a send descriptor to the NIC and blocks.

2. P2 posts a receive descriptor to the NIC and
blocks.

3. The transmission of data from P1 to P2 is sched-
uled since both processes are ready (all the pend-
ing communication operations posted before time
slice i are scheduled, if possible). If the message
cannot be transmitted in a single time slice, then
it is chunked and scheduled over multiple time
slices.

4. The communication is performed (all the sched-
uled operations are performed before the end of
time slice i + 1).

5. P1 and P2 are restarted at the beginning of time
slice i.

6. P1 and P2 resume computation.

Note that the delay per blocking primitive is 1.5 time
slices on average. However, this performance penalty
can be alleviated by using non-blocking communica-
tion (see Section 5.4) or by scheduling a different par-
allel job in time slice i + 1.

3.2 Non-Blocking Send/Receive Scenario

In this scenario, a process P1 sends a message to pro-
cess P2 using MPI Isend and process P2 receives a mes-
sage from P1 using MPI Irecv (see Figure 2(b)):

1. P1 posts a send descriptor to the NIC.

2. P2 posts a receive descriptor to the NIC.

3. The transmission of data from P1 to P2 is sched-
uled since both processes are ready (all the pend-
ing communication operations posted before time
slice i are scheduled if possible).

4. The communication is performed (all the sched-
uled operations are performed before the end of
time slice i + 1).

5. P1 and P2 verify that the communication has been
performed and continue their computation.

In this scenario, the communication is completely over-
lapped with the computation with no performance
penalty.

4 BCS-MPI Implementation

To evaluate and validate the framework proposed in
the previous section, we developed a fully functional
version of BCS-MPI for QsNet-based systems. For quick
prototyping and portability, BCS-MPI is initially im-
plemented as a user-level communication library, and
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Figure 2: Blocking and Non-Blocking MPI Send/MPI Recv Scenarios

some typical kernel level functionalities such as pro-
cess scheduling are implemented with the help of dæ-
mons. This user-level implementation is expected to
be slower than a kernel-level one, though more flex-
ible and easier to use. An overview of the software
structure of BCS-MPI is provided in Figure 3.

The communication library is hierarchically de-
signed on top of a small set of communica-
tion/synchronization primitives, the BCS core primi-
tives (Figure 4(a)), while higher-level primitives (the
BCS API, described in Appendix A) are implemented
on top of the BCS core. This approach greatly sim-
plifies the design and implementation of BCS-MPI in
terms of complexity, maintainability and extensibility.
BCS-MPI is built on top of the BCS API by simply map-
ping MPI calls to BCS calls (see Appendix A). Note
that scalability is enhanced by tightly coupling the BCS
core primitives with the collective primitives provided
at hardware level by the interconnection network.

BCS-MPI is integrated in STORM [8], a scalable,
flexible resource management system for clusters, run-
ning on Pentium-, Itanium2- and Alpha-based archi-
tectures. STORM exploits low-level collective com-
munication mechanisms to offer high-performance job
launching and resource management. In this way, we
provide the necessary infrastructure to run MPI paral-
lel jobs using BCS-MPI.

The rest of this section describes the architecture of
BCS-MPI in terms of the processes and NIC threads
that compose the BCS-MPI runtime system, the global
synchronization protocol, and the communication pro-
tocols for the point-to-point and collective primitives.

4.1 Processes and Threads

With the current user-level implementation, the BCS-
MPI runtime system consists of a set of dæmons and a
set of threads running on the NIC. The processes and
NIC threads that constitute the BCS-MPI runtime sys-
tem are shown in Figure 4(b). The Machine Manager
(MM), runs on the management node. This dæmon
coordinates the use of system resources issuing regu-
lar heartbeats and controls the execution of parallel
jobs. The Strobe Sender (SS) is a NIC thread forked
by the MM that implements the global synchronization
protocol as described in Section 4.2. The Node Man-
ager (NM) dæmons run on every compute node. This
process executes all the commands issued by the MM,
manages the local resources, and schedules the execu-
tion of the local processes. The Strobe Receiver (SR),
the Buffer Sender (BS), the Buffer Receiver (BR), the
DMA Helper (DH), the Collective Helper (CH) and the
Reduce Helper (RH) are all NIC threads forked by the
NM in each compute node. The SR is the counterpart
of the SS in the compute nodes and coordinates the ex-
ecution of all the local threads. The BS and the BR han-
dle the descriptors posted by the application processes
whenever a communication primitive is invoked, and
schedule the point-to-point and collective communica-
tion operations. The DH carries out the actual data
transmission for the point-to-point operations. Finally,
the CH and the RH perform the barrier and broadcast
operations, and the reduce operations, respectively.

4.2 Global Synchronization Protocol

The BCS-MPI runtime system globally schedules all the
computation, communication and synchronization ac-
tivities of the MPI jobs at regular intervals. Each time
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slice is divided into two main phases and several mi-
crophases, as shown in Figure 5. The two phases are
the global message scheduling and the message transmis-
sion. The global message scheduling phase schedules
all the descriptors posted to the NIC during the pre-
vious time slice. A partial exchange of control infor-
mation is performed during the descriptor exchange mi-
crophase (DEM). The point-to-point and collective com-
munication operations are scheduled in the message
scheduling microphase (MSM) using the information
gathered during the previous microphase. The message
transmission phase performs point-to-point operations,
barrier and broadcast collectives, and the reduce oper-
ations, respectively, during its three microphases.

In order to implement the global synchronization
mechanism, the SS and the SR threads synchronize at
the beginning of every microphase with a microstrobe
implemented using Xfer-And-Signal. The SS checks
whether all the nodes have completed the current mi-
crophase (using Compare-And-Write) and, if so, sends
a microstrobe to all the SRs. The SR running on every
node consequently wakes up the local NIC thread(s)
that must be active in the new microphase. The BS
and the BR run during the descriptor exchange mi-

Global
Message

Scheduling
Phase

Message
Transmission

Phase

NIC

Time slice i

Descriptor
Exchange

MicroPhase
(DEM)

Message
Scheduling
MicroPhase

(MSM)

Point-to-point
MicroPhase

(PM)

Broadcast
and Barrier
MicroPhase

(BBM)

Reduce
MicroPhase

(RM)

Figure 5: Global synchronization protocol

crophase to process the descriptors and during the
message scheduling microphase to schedule the mes-
sages. The DH, the CH and the RH run during the
point-to-point microphase, the broadcast and barrier
microphase, and the reduce microphase, respectively,
to perform all the operations scheduled for execution
in the global message scheduling phase.

4.3 Point-to-point

As shown in Figure 2, every time a user process in-
vokes a point-to-point MPI primitive, it initializes a de-
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scriptor in a region of memory accessible to the NIC
threads which will initiate the operation on its behalf.
All the descriptors for either blocking or non-blocking
send operations are posted to the BS thread while all
the descriptors for either blocking or non-blocking re-
ceive operations are posted to the BR thread. Each ap-
plication process involved in the communication proto-
col is suspended only if the invoked primitive is block-
ing. All the descriptors posted during time slice i − 1
will be scheduled for execution, if possible, at time
slice i as follows (see Figure 6 for further details).

Descriptor Exchange Microphase The BS delivers
each send descriptor posted in time slice i − 1 to
the BR running on the destination node.

Message Scheduling Microphase The BR matches
the remote send descriptor list against the local
receive descriptor list. For each matching pair, the
BR builds a matching descriptor with all the in-
formation required to complete the data transfer,
and schedules the point-to-point operation for ex-
ecution. If the message is too large and cannot
be scheduled within a single time slice, the BR
splits it into smaller chunks. The first chunk of
the message is scheduled during the current time
slice and the remaining chunks in the following
time slices. In the current implementation, these
two phases take approximately 125 µs.

Point-to-point Microphase For each matching de-
scriptor created in the previous microphase by the
BR, the DH performs the real data transmission.
Note that no intervention from the two applica-
tion processes involved is required.

4.4 Collective Communication

Every time a user process calls a collective MPI func-
tion such as MPI Barrier, MPI Broadcast, MPI Reduce
or MPI Allreduce, BCS-MPI posts a descriptor to the
BR thread, which in turn initiates the operation on its
behalf, and blocks. The BR pre-processes all the collec-
tive descriptors. If all the local processes of a parallel
job have invoked the collective primitive, a local flag
for that job is set. Following that, all the collective
descriptors, except for those corresponding to the job
master processes, are discarded. All the descriptors
posted during time slice i − 1 will be scheduled, if pos-
sible, in time slice i as follows:

Message Scheduling Microphase For each collective
descriptor corresponding to a job master process,
the BR tests if all the application processes of that
MPI parallel job had invoked the collective primi-
tive in all nodes. In order to accomplish this, the

BR issues a query broadcast (using Compare-And-
Write) message that checks the flag for that job in
all the nodes. If the flag is set on all nodes, the
collective operation is scheduled for execution.

Broadcast and Barrier/Reduce Microphase The
scheduled broadcast operations are performed by
the CH broadcasting the data to all the processes
of the MPI parallel job. The barrier operation is a
special case of a broadcast operation with no data.
The scheduled reduce operations are carried out
by the RH on the NIC by using a binomial tree to
gather the partial reduce results. The QsNet NIC
has no floating-point unit. Hence, an IEEE com-
pliant library for binary floating-point arithmetic
has been used to compute the reduce in the NIC
(SoftFloat [30]). Since most applications reduce
over a very small number of elements [28, 16],
computing the reduce in the NIC is faster than
sending the data through the PCI bus to perform
the operation in the host [16].

Figure 7 illustrates the execution of a broadcast op-
eration. The MPI program in this example is composed
of four processes running on two different nodes.

4.5 Features and Limitations

This section discusses some important features of the
current user-level implementation of BCS-MPI.

• MPI groups are not fully implemented yet.

• The NM dæmon that belongs to the BCS-MPI run-
time system schedules the user processes at every
time slice, instead of the kernel.

Since we have little control over the OS scheduler at
user level, the NM dæmon may not always be sched-
uled on time. This anomaly introduces noise in the
system that can potentially cause a considerable per-
formance degradation [20]. To eliminate this problem,
we are developing a kernel-based implementation of
BCS-MPI.

In order to avoid the overhead of a system call to
post the descriptors, we use a FIFO queue in a shared
memory region accessible by both the application pro-
cess and the kernel.

5 Experimental Results

In this section we compare the performance of our
user-level implementation of BCS-MPI to that of
Quadrics MPI using several benchmarks and applica-
tions. Quadrics MPI [31] is a production-level imple-
mentation for QsNet-based systems, based on MPICH

7
Proceedings of the ACM/IEEE SC2003 Conference (SC’03) 
1-58113-695-1/03 $ 17.00 © 2003 ACM 



SendD

SendL

APS

RecD

RecL

DH

ListThreadNode Process

Matching

SendD

SendL

MM SS

Send Strobe

Send Ds

SR BS RAP SR BR

Start MSM

SendD

Match Ds

Process Ds

DMA

MatchD

tim
e

Start DEM Start DEM

Start PM Start PM

SendD

2

4

6

9

5

8

3

7

1

Compute NodeCompute Node
Node

Management
S R

MatchD

MatchD

RSendL

DMAL

DMAL

Start MSM

Figure 6: Send/Receive Scenario: (1) The sender process posts a descriptor to the BS (2) The receiver process
posts a descriptor to the BR (3) SS sends a microstrobe to signal all the SRs the beginning of the Descriptor
Exchange Microphase (DEM) (4) BS sends the descriptor to the BR running on the receiving end (5) SS sends a
microstrobe to signal the beginning of the Message Scheduling Microphase (MSM) (6) BR matches the remote
send and the local receive descriptors (7) SS sends a microstrobe to signal the beginning of the Point-to-point
Microphase (PM) (8) BR schedules the operation for execution (9) DH performs the get (one-sided communica-
tion).
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Figure 7: Broadcast Scenario (1) Application Process (AP) G0 posts a descriptor to the local BS. G0 is the master
process and its descriptor is copied to the Collective List (2) G3 posts a descriptor to the local BS. The descriptor
is processed and discarded (3) G2 posts a descriptor to the local BS. The descriptor is processed: all the local
processes have reached the barrier and Flag F is set to True. Descriptor is discarded (4) G4 posts a descriptor
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Exchange Microphase (DEM) (6) SS sends a microstrobe to signal the beginning of the Message Scheduling
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1.2.4. Quadrics MPI is currently used by six of the ten
fastest systems in the Top500 list [32], at the time of
this writing. To evaluate and validate our implementa-
tion of BCS-MPI we use a set of synthetic benchmarks,
the NAS suite of benchmarks, and two real applica-
tions which are representative of the ASCI workload
at LANL.

5.1 Experimental Setup

The hardware used for the experimental evaluation is
the “crescendo” cluster at LANL/CCS-3. This cluster
consists of 32 compute nodes (Dell 1550), one man-
agement node (Dell 2550), and a 128-port Quadrics
switch [19, 23] (using only 32 of the 128 ports). Each
compute node has two 1 GHz Pentium-III processors, 1
GB of ECC RAM, two independent 66MHz/64-bit PCI
buses, a Quadrics QM-400 Elan3 NIC [19, 22, 24]
for the data network, and a 100Mbit Ethernet NIC
for the management network. All the nodes run Red
Hat Linux 7.3, and use kernel modules provided by
Quadrics and the low-level communication library qs-
netlibs v1.5.0-0 [31]. All the benchmarks and the ap-
plications analyzed in this section are compiled with
the Intel C/Fortran Compiler v5.0.1 for IA32 using the
-O3 optimization flag. Finally, a 500µs time slice is
used by BCS-MPI for all the experiments in this paper.

5.2 Synthetic Benchmarks

Many scientific codes display a bulk-synchronous be-
havior [27] and can be characterized by a nearest-
neighbor communication stencil, optionally followed
by a global synchronization operation such as bar-
rier, broadcast or reduce [11, 13]. Therefore, we de-
signed two synthetic benchmarks that represent this
pattern to compare our experimental BCS-MPI with
the production-level Quadrics MPI.

In the first synthetic benchmark, every process com-
putes for a parametric amount of time and globally
synchronizes with all the other processes in a loop.
Figure 8(a) shows the slowdown of BCS-MPI when
compared to Quadrics MPI for different computational
granularities. As expected, the slowdown decreases as
we increase the computational granularity since the ef-
fect of the delay introduced by the barrier synchroniza-
tion is amortized. The figure shows that the slowdown
is less than 7.5% with a computation granularity of
10 ms when we run this benchmark on the entire ma-
chine. Figure 8(b) shows the slowdown of BCS-MPI
versus Quadrics MPI as a function of the number of
processes. In this case, the results indicate that BCS-
MPI scales well for barrier synchronization operations,

and it is almost insensitive to the number of proces-
sors.

In the second synthetic benchmark, every process
computes for a parametric amount of time, exchanges
a fixed number of non-blocking point-to-point mes-
sages with a set of neighbors, and waits for the com-
pletion of all the communication operations in a loop.
The slowdown for different computational granulari-
ties is shown in Figure 8(c). Like in the previous case,
the slowdown decreases as the computational granu-
larity increases, remaining below 8% for granularities
larger than 10 ms. Finally, from Figure 8(d) we can
observe that BCS-MPI scales well with point-to-point
operations too.

5.3 NAS Benchmarks and Applications

In this section we use the NAS Parallel Benchmarks
(NPB 2.4) [1] and SAGE (SAIC’s Adaptive Grid Eule-
rian hydrocode) [13]. The NAS Parallel Benchmarks
are a set of eight programs designed to help in evaluat-
ing the performance of parallel supercomputers. The
suite, which is derived from computational fluid dy-
namics (CFD) applications, consists of five kernels and
three applications. Since BCS-MPI does not support
MPI groups yet, we were only able to use four ker-
nels and one application: Integer Sort (IS), Embarrass-
ingly Parallel (EP), Conjugate Gradient (CG), Multi-
grid (MG) and LU solver (LU). All programs are writ-
ten in Fortran 77 (except for IS which is written in C)
and use MPI for inter-processor communications. All
the benchmarks were compiled for the class C work-
load.

SAGE is a multidimensional (1D, 2D and 3D), multi-
material, Eulerian, hydrodynamics code with adaptive
mesh refinement. SAGE represents a large class of
production ASCI applications at LANL. SAGE comes
from LANL’s Crestone project, whose goal is the inves-
tigation of continuous adaptive Eulerian techniques to
stockpile stewardship problems. It is characterized by
a nearest-neighbor communication pattern that uses
non-blocking communication operations followed by
a reduce operation at the end of each compute step.
The code is written in Fortran 90 and uses MPI for
inter-process communications. The timing.input data
set was used in all the experiments. In each case, we
compare the runtime of BCS-MPI to that of Quadrics
MPI, and analyze the results. The final runtime was
computed as the average of five executions.

The run times of NPB and SAGE for both Quadrics
MPI and BCS-MPI are shown in Figure 9. The slow-
down of BCS-MPI in comparison to Quadrics MPI is
computed in Table 2. All NPB benchmarks (except LU)
and SAGE perform reasonably well with BCS-MPI. The
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Figure 8: Synthetic Benchmarks

NPB are coarse-grained bulk-synchronous applications
that, as discussed in Section 5.2, show an expected
moderate slowdown of up to 8%. However, three
programs do not meet the expectations. IS takes ap-
proximately 12s to run in this configuration and con-
sequently pays a relatively high price for the overhead
of initializing the BCS-MPI runtime system. CG and
LU use several consecutive blocking calls inside a loop
which introduce a considerable delay, since no overlap
between computation and communication is possible
for several time slices. This problem can be mitigated
by using non-blocking communication, as described in
the context of SWEEP3D in Subsection 5.4 below.

SAGE is a medium-grained application and the non-
blocking communications mitigate the performance
penalty of the global synchronization operation per-
formed at the end of each compute step. The slight
performance improvement is obtained thanks to the
negligible overhead of the non-blocking calls, that only
initialize a communication descriptor.

TABLE 2: Benchmark and Application Slowdown

Application Slowdown
SAGE -0.42%
SWEEP3D -2.23%
IS 10.14%
EP 5.35%
MG 4.37%
CG 10.83%
LU 15.04%

5.4 Blocking vs. Non-blocking Communi-
cations

As stated in Section 5.3, bulk-synchronous applica-
tions with non-blocking or infrequent blocking com-
munications run efficiently with BCS-MPI. However,
fine-grained applications that use blocking communi-
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Figure 9: Benchmarks and Applications

cations or applications that group blocking commu-
nications are expected to perform poorly with BCS-
MPI. The delays introduced by the blocking commu-
nications can considerably increase the applications’
run time. Two approaches can alleviate this problem.
The simplest option is to schedule a different paral-
lel job whenever the application blocks for communi-
cation, thus making use of the CPU. This addresses
the problem without requiring any code modification,
but is not always practical due to memory and perfor-
mance considerations. Alternatively, we have empiri-
cally seen that in such cases it is often possible to trans-
form the blocking communication operations into non-
blocking ones, with a few simple code modifications.

To illustrate the second technique, we look at
the SWEEP3D application [11]. SWEEP3D is a
time-independent, Cartesian-grid, single-group, dis-
crete ordinates, deterministic, particle transport code.
SWEEP3D represents the core of a widely used method
of solving the Boltzmann transport equation. Es-
timates are that deterministic particle transport ac-
counts for 50–80% of the execution time of many
realistic simulations on current DOE ASCI systems.
SWEEP3D is characterized by a fine granularity (each
compute step takes ≈ 3.5ms) and a nearest-neighbor
communication stencil with blocking send/receive op-
erations.

Figure 11(a) shows the run time of SWEEP3D for
both Quadrics MPI and BCS-MPI as a function of the
numbers of processes. The slowdown is approximately
30% in all configurations. Each process exchanges four
messages with its nearest neighbors on every compute
step using blocking send/receive operations. This com-
munication pattern together with the fine granularity
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Figure 10: SAGE

incurs a very high overhead. On every compute step,
the process will block for 1.5 time slices on average for
every blocking operation. To eliminate this delay, we
replaced every matching pairs of MPI Send/MPI Recv
with MPI Isend/MPI Irecv and added MPI Waitall at
the end. That involved changing less than fifty lines
of source code and improved dramatically the applica-
tion performance, as shown in Figure 11(b). In this
case, the overlapping of computation and communica-
tion along with the minimal overhead of the MPI calls
allow BCS-MPI to slightly outperform Quadrics MPI.

6 Conclusions and Future Work

This paper presented an alternative approach to the de-
sign of communication libraries for large-scale parallel
computers. Rather than following the beaten track of
most communication protocols which focus on optimiz-
ing latency and bandwidth of pairs of communicating
processes, BCS-MPI tries to optimize the global state
of the machine in order to reduce the system software
complexity. We have provided insight on the global co-
ordination protocols used by BCS-MPI and described a
prototype implementation running almost entirely on
the network interface of the Quadrics network.

The experimental results have shown that the per-
formance of BCS-MPI is comparable to the production-
level MPI for most applications. The performance of
some applications, as SWEEP3D, can be improved by
modifying their communication pattern from a block-
ing one to a non-blocking one (typically with minimal
changes). Such applications can actually improve their
performance when compared to the production level
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Figure 11: SWEEP3D

MPI, thanks to BCS-MPI’s low overhead in the com-
pute nodes.

These results pave the way to future advances in the
design of the system software for large-scale parallel
machines. We argue that with a globally constrained
system such as the one put forth with BCS-MPI, it is
possible to substantially simplify the implementation
of the resource management software, communication
libraries, and parallel file system. Moreover, a sched-
uled, deterministic communication behavior at system
level could provide a solid infrastructure for imple-
menting transparent fault tolerance.

System-level fault tolerance is our main path for fu-
ture research. However, we also plan to study the ad-
vantages of this simplified model for implementing sys-
tem wide parallel I/O, scheduling, and kernel-level sys-
tem management.
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7 Appendix A

The BCS communication primitives are listed in Fig-
ure 12. The point-to-point primitives and the basic
collective primitives, that is, barrier, broadcast and re-
duce, are implemented in the NIC while the rest of
them are built on top of those. The MPI communica-
tion primitives currently available and the correspond-
ing BCS-MPI primitives are listed in Figure 13.

15
Proceedings of the ACM/IEEE SC2003 Conference (SC’03) 
1-58113-695-1/03 $ 17.00 © 2003 ACM 



BCS Primitive Description
bcs send() Blocking/non-blocking send
bcs recv() Blocking/non-blocking receive
bcs probe() Blocking/non-blocking test for a matching receive
bcs test() Blocking/non-blocking test for send/receive completion
bcs testall() Blocking/non-blocking test for multiple send/receive completions
bcs barrier() Barrier synchronization
bcs bcast() Broadcast
bcs reduce() Reduce and allreduce
bcs scatter() Vectorial/non-vectorial scatter
bcs gather() Vectorial/non-vectorial gather
bcs allgather() Vectorial/non-vectorial allgather
bcs alltoall() Vectorial/non-vectorial all-to-all

Figure 12: BCS API

MPI Primitive BCS API Primitive
MPI Send() bcs send(IN blocking)
MPI Isend() bcs send(IN non-blocking, OUT BCS Request)
MPI Recv() bcs recv(IN blocking)
MPI IRecv() bcs recv(IN non-blocking, OUT BCS Request)
MPI Probe() bcs probe(IN blocking, IN BCS Request)
MPI Iprobe() bcs probe(IN non-blocking, IN BCS Request)
MPI Test() bcs test(IN non-blocking, IN BCS Request)
MPI Wait() bcs test(IN blocking, IN BCS Request)
MPI Testall() bcs testall(IN non-blocking, IN BCS Request+)
MPI Waitall() bcs testall(IN blocking, IN BCS Request+)
MPI Barrier() bcs barrier()
MPI Reduce() bcs reduce(IN non-all)
MPI Allreduce() bcs reduce(IN all)
MPI Scatter() bcs scatter(IN non-vectorial)
MPI Scatterv() bcs scatter(IN vectorial)
MPI Gather() bcs gather(IN non-vectorial)
MPI Gatherv() bcs gather(IN vectorial)
MPI Allgather() bcs allgather(IN non-vectorial)
MPI Allgatherv() bcs allgather(IN vectorial)
MPI Alltoall() bcs alltoall(IN non-vectorial)
MPI Alltoallv() bcs alltoall(IN vectorial)

Figure 13: MPI-BCS Correspondence
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