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Abstract. Nowadays, chip multiprocessors (CMPs) are the rtandsird design for
a wide range of microprocessors: mobile devicesh@ near future almost every
smartphone will be governed by a CMP), desktop cderpulaptop, servers, GPUs,
APUs, etc. This new way of increasing performangeeskploiting parallelism has
two major drawbacks: off-chip bandwidth and comnoation latency between
cores. 3D die-stacked processors are a recentndésgd aimed at overcoming
these drawbacks by stacking multiple device layétewever, the increase in
packing density also leads to an increase in paleasity, which translates into
thermal problems. Different proposals can be foimthe literature to face these
thermal problems such as dynamic thermal manage(®é&rvl), dynamic voltage
and frequency scaling (DVFS), thread migration, &icthis paper we propose the
use of microarchitectural power budget techniquesetiuce peak temperature. In
particular, we first introduc&oken3D a new power balancing policy that takes into
account temperature and layout information to badathe available per core power
along other power optimizations for 3D designs. Asetond, we analyze a wide
range of floorplans looking for the optimal temgara configuration. Experimental
results show a reduction of the peak temperatur@-a6°C depending on the
selected floorplan.
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1. Introduction

With the global market dominated by chip multipresers and the GHz race over,
designers look for ways to increase productivityibgreasing the number of available
processing cores inside the CMP. The shrinkingrafidistor’'s feature size allows the
integration of more cores, as the per-core powasemption decreases with each new
generation. However, interconnects have not foltbwtbe same scaling trend as
transistors, becoming a limiting factor in bothfpemance and power consumption. One
intuitive solution to reduce wirelength of the irtennection network is to stack structures
on top of each other, instead of using a tradifiptenar distribution.

Introduced by Souret al. in [22], 3D architectures stack together multiplevice
layers (i.e., cores, memory) with direct verticalerconnects through them (inter-wafer
vias or die-to-die vias). A direct consequence lu§ tdesign is the reduction on the
communication delays and power costs between diifecores, as well as an increase in
packing density that depends on the number of @aillayers. However, despite of the
great benefits of 3D integration, there are sevenallenges that designers have to face.
First, the increase in packing density also leadsn increase in power density that
eventually translates into thermal problems. Secamkeeper design space exploration of
different floorplan configurations is essential take advantage of these emerging 3D
technologies. Third, chip verification complexitycreases with the number of layers.

To face the first challenge there are several palsahat come from the 2D field:



» Dynamic Voltage and Frequency Scalifi@VFS) to reduce power consumption, and
thus temperature. DVFS-based approaches can bedmilher to the whole 3D
chip or only to cores that show thermal problensuélly cores away from the edges
of the 3D chip) [1][13][20].

e Task/thread migration to move execution threadsnfiaternal to external cores
whenever possible, or reschedule memory intensiveatls to internal cores and
CPU intensive threads to external cores [6][24][7].

These mechanisms are usually triggered Iyaamic Thermal Manageme(DTM)
scheme, so whenever a core exceeds a certain tatom@er power control or task
migration mechanisms take place inside the CMP. ¢l@n these mechanisms are not
perfect. DVFS is a coarse-grain mechanism usuadjgdred by the operating system with
very long transition times between power modes teatls to a high variability in
temperature. On the other hand, task migrationpitiethe fact that it can be applied at a
finer granularity (i.e., faster) than DVFS, has #ullitional overhead of warming up both
the cache and the pipeline of the target core. M@e none of these mechanisms affects
leakage power consumption. Leakage (or static poiwesomething that many studies do
not take into consideration when dealing with terapee, but it cannot be ignored. For
current technologies (32nm and below), even witte deakage under control by using
high-kdielectrics, subthreshold leakage has a greatdhipahe total power consumed by
processors. Furthermore, leakage depends on tetaperso it is crucial to add a leakage-
temperature loop to update leakage consumption ea time depending on the
core/structure’s temperature.

Therefore, in order to accurately control peak terafure, which is of special interest
in 3D-stacked processors as this integration telolgyoexasperates thermal problems, a
much tighter control is necessary to restraingatver consumption of the different cores.
Recently, Cebriaret al. proposed the use of a hybrid mechanism to matgtedefined
power budget [4][5]. This mechanism accurately mesca power budget and ensures
minimal deviation from the target power and theresponding temperature, by first using
DVFS to lower the average power consumption towahds power budget and then
removing power spikes by using microarchitecturachanisms (e.g., pipeline throttling,
confidence estimation on branches, critical paddjation, etc).

In this paper we make three major contributionsstFive analyze the effects of cycle-
level accurate power control mechanisms to comtealk temperature in 3D die-stacked
processors. Based on this analysis we propbsieen3D a novel power balancing
mechanism that takes into account temperature ayalt information when balancing
power among cores and layers. Second, we analyagida range of floorplan
configurations looking for the optimal temperatamnfiguration, taking into account both
dynamic and leakage power (as well as the lealagpdrature loop). And third, we
include some specific power control mechanisms/éstical 3D floorplans. Experimental
results show a reduction of the peak temperaturg2-26°C depending on the selected
floorplan when including cycle-level power contrabchanisms into the 3D die-stacked
design. Summarizing, the main contributions ofgihesent work are the following:

» Reducing the peak temperature through power comteghanisms:

o Implementation and analysis of power balancing raaigms on 3D die-stacked
architectures to minimize hotspots.

o Introduction of a new policy to balance power amargges, Token3D This
policy will use layout and temperature informatitm distribute the available
power among the different cores and layers, giviraye work to cool cores and
cores close to edges than to internal cores.

» Temperature analysis of the main 3D design choices:

o Analysis of different 3D floorplan designs usingaiate area, power (both static

and dynamic) and heatsink information.



o Analysis of the effects of ROB resizing [18] on femature for vertical designs.

o Temperature analysis when using ALUs with differgitysical properties
(energy-efficientss.low latency ALUS) on the same layout.

o Implementation and analysis of a hybrid floorplasidn (vertical+horizontal).

The rest of this paper is organized as followsti6e@ provides some background on
power-saving techniques for CMPs and 3D die-stackelticores. Section 3 describes the
proposed Token3D approach. Section 4 describesiowlation methodology and shows
the main experimental results. Finally, sectioméves our concluding remarks.

2. Background and related work

In this section we will introduce the main powedahermal control mechanisms as
well as an overview on 3D die-stacked processoosgghwith the different floorplan
design choices.

2.1. Power and thermal control in microprocessors
2.1.1. Dynamic Voltage Frequency Scaling (DVFS)

Dynamic Voltage and Frequency Scalifig)/FS) has been, for the past 20 years, one
of the most common mechanisms to reduce power oguison in microprocessors.
Introduced in [13], DVFS takes advantage of transiquadratical dependence on supply
voltage and linear dependence on frequency (Rs? ¥ f) and downscales both voltage
and frequency to save power. However, as the psotashnology scales down, the
margin between M, (supply voltage) and V(threshold voltage) is reduced, decreasing
the processor’s reliability among other undesiradffects. Furthermore, the transistor’s
delay (or switching speed) dependsdén 1/ (Vpp — V1)% with o > 1. That means that
Vpp can lowered as long as the margin betwegsnahd \; is kept constant (i.e.,Mmust
be lowered accordingly). However, the counterpéireducing V; is twofold: a) leakage
power increases as it exponentially depends er[8} and b) processor reliability is
further reduced.

In the CMP field, Isciet al [1] and later Sartoret al [20] proposed DVFS-based
power control mechanisms specifically designedsiogle-threaded applications. These
proposals switch between different DVFS power maigisg to maximize throughput
under certain power constraints. Unfortunatelytteesy rely on the use of performance
counters and/or time estimation, these proposaiswaork properly for multiprogrammed
or single-threaded applications, because in parapplications synchronization points
may increase global execution time although loaak cperformance counters show a
performance increase (due to spinning).

2.1.2. Dynamic ther mal management (DTM)

As mentioned before, temperature is the main draliya 3D die-stacked designs. In
2001, Brooks and Martonosi [3] introducddlynamic Thermal ManagemerfDTM)
mechanisms in microprocessors. In that work theplagr performance trade-offs
between different DTM mechanisms trying to tunethp thermal profile at runtime.
Thread migration [21], fetch throttling [6], cloakating or distributed dynamic voltage
scaling [9] are techniques that can be used by Dfikthanisms. For the thermal
management of 3D die-stacked processors, mosteoptilor work has addressed design
stage optimization, such as thermal-aware floorptantas in [10]). In [24], the authors
evaluate several policies for task migration and SD¥pecifically designed for 3D
architectures. Something similar is done in [7]evéhthe authors explore a wide range of
different floorplan configurations using clock gafi DVFS and task migration to lower
peak temperature.



However, both thread migration and DVFS-based agghves exhibit really low
accuracy when matching a target power budget, lamla high deviation from the target
temperature. So the designers have two choicégredi increase the power constraint to
ensure the target temperature or to use a moreaecway to match the desired (if
needed) power budget and temperature. In ordeo thid we first need a way to measure
power accurately, because up to now power was attthby using performance counters,
although the new Intel Sandy Bridge processorsudelsome MSRs (machine specific
registers) that can be used to retrieve power mong information from different
processor structures.

2.1.3. Measuring power in real-time

Power tokenswvere introduced in 2009 [4] as a way to approxariiie power being
consumed by the processor at a cycle level. Theamin power consumed by an
instruction can be estimated at commit stage bynacdo the base power consumption of
the instruction (i.e., all regular accesses tocstmes done by that instruction which are
known a priori), a variable component that depends on the tirepahds in the pipeline.
A power tokenunit is defined as the joules consumed by oneuosbn staying in the
instruction window for one cycle. The number pbwer tokensconsumed by an
instruction will be calculated as the addition tsf basepower tokenglus the number of
cycles it spends in the instruction window. As4i[%$], the implementation of thBower
Tokenapproach is done by means of an 8K-entry histabjet (Power Token History
Table — PTHT), accessed by PC, which stores theepamst (in tokens) of each
instruction’s last execution. The PTHT is updateithwhe current number gbower
tokens consumed when an instruction commits. Hence, therall processor power
consumption in a given cycle can be easily estithéiesed on the instructions that are
traversing the pipeline without using performanamrters just by accumulating the
power tokengprovided by the PTHT) of each instruction beiatched.

2.1.4. Hybrid power control approaches

Along with power tokensin [4] we introduced a two-level approach thastfy applies
DVFS as a coarse-grain approach to reduce powesucgstion towards a predefined
power budget, and secondly chooses between diffeneroarchitectural techniques to
remove the remaining and numerous power spikessébend-level mechanism depends
on how far the processor is over the power budygerder to select the most appropriate
microarchitectural technique.

However, previous approaches failed to match thgetapower budget when
considering the execution of parallel workloadsai€MP processor. Very recently, we
have proposed®ower Token BalancingPTB) [5]. This mechanism will balance the
power between the different cores of a 2D CMP tsuem a given power constraint (or
budget) with minimal energy and performance degrada Based inpower token
accounting, this proposal uses a Pd&d-balanceras a centralized structure that receives
and sends power information (measuredpawer tokensfrom cores under the power
budget to cores over the power budget. Tokens seel @as a currency to account for
power, so it is important to note that they ardheisent nor received, cores just send the
number of spare tokens. PTB will benefit from amyvpr unbalance between cores. Note
that task migration mechanisms are orthogonal tB Biid can be applied together for
further temperature reductions.

2.2. Building a 3D die-stacked processor

In order to build a 3D die-stacked processor wedrieedecide two things: how we
build and put together the different layers and hee establish the communication
between them. There are two main approaches td thel layers: the bottom-up and the
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Figure 1. Core distribution along the layers.

top-down approaches. The first approach involvesegquential device process. The
frontend processing is repeated on a single wafdyuild multiple active layers before
creating interconnects among them. The second apprprocesses each layer separately
(wafer-to-wafer), using conventional techniquesy &imen assembles them using wafer-
bonding technology. Once we have built the differémyers we need to establish
communications between them. There are variouscaéihterconnect technologies that
have been explored, including wire bonded, micropuroontactless (capacitive or
inductive), and through-via vertical interconnegt. comparison in terms of vertical
density and practical limits can be found in [23][2

2.3. 3D integration technology

From the previously introduced technologies, wafewafer bonding appears to be the
most promising approach [2] and there are manyntgméblications that have chosen this
type of 3D stacking technology [12][14][16]. Theoed, this is the integration approach
we are going to follow in this paper.

Now there are multiple choices on how cores ar&ibiged along the different layers,
which are shown in Figure 1. We can clearly indgrtivo trends; either build the cores
vertical or horizontal. Horizontal distributions-¢x are the most common choices in
literature, as they are easier to implement anidlatd. On the other hand, vertical designs
(Figure 1-d), introduced by Puttaswamityal. in [19], offer improved latency and power
reduction compared to horizontal designs. Howewbey supposed an inter-layer
communication latency to be in the order of one F& current technologies can do 9-
12 FO4 in one cycle. Therefore, in their proposaérn-layer communication could be
done in less than one cycle while other papersncthat inter-layer communication takes
as long as an off-chip memory access [23]. Furtbeemvertical designs require really
accurate layer alignment to match a structure spliifferent layers, and that is far from
the current technology status. However, as a plesilbure implementation of 3D die-
stacked processors we also evaluate these floertathis paper, and for comparative
purposes, we also assume one FO4 interconnectiay & our evaluation of vertical
designs (10m length wires between layers).

3. Thermal control in 3D die-stacked processors
3.1. Token3D: balancing temperature on 3D-staked designs

As cited beforePower Token BalancingPTB) is a global balancing mechanism to
restrain power consumption up to a preset powegéid]. One of the main goals of this
paper is to analyze the effects of the original Papproach in 3D die-stacked
architectures. We will also propose a novel politgken3D aimed at distributing the
power among cores and/or dies that are over tbe#l [power budgefl oken3Dwill give
priority to cooler cores, usually located closetlie edges/surface of the 3D stack. By
prioritizing those coresToken3Dbalances not only power but also temperatureoab ¢



cores will work more than the rest of cores, balagpthe global CMP temperature. Once
a cool core gets to a synchronization point or tova computation phase (i.e., low IPC
due to a misprediction event) it will naturally ¢amwn again, acting like a heatsink to
hotter cores located beneath it in the 3D stack.

3.2. Token3D implementation details

Token3Dis a new policy on how PTB splits the availaptaver tokensgiven by cores
under the power budget to the PTB load-balanceongnthe cores that are over the power
budget (details aboygower tokensand the PTB approach are covered in sections 2.1.3
and 2.1.4). BasicallyToken3Dwill create N buckets, where N represents the arhof
layers of our 3D die-stacked processor. Then the Bad-balancer will place the coolest
core in buckebneand will distribute the rest of the cores betwdenavailable buckets in
increments of 5% in temperature. So, cores that lzadifference between 0 and 5% in
temperature with respect to the coolest core wlipglaced in the same bucket; cores
between 5% and 10% will be placed on the next biyekel so on until N. Note that this
process does not need to be done at a cycle laselemperature does not change so
quickly. In our case, this process is performedyei®0K-cycles. For example, in a four
layer 3D-stacked processor, if the coolest coredneaverage temperature of 70°C, bucket
one will hold cores with temperatures between 70°C #&B&b°C, bucketwo will hold
cores with temperate between 73.5°C and 77°C, btinfex 77°C to 80.5°C and bucket
four any core over 80.5°C.

Once we have identified the cores that are ovemptheer budget (those that did not

Table 1. Simulated CMP configuration. Figure 2. Core floorplan.

Processor Core
Process Technology: 32 nanometres
Frequency: 3000 MHz
VvDD: 09V
Instruction Window: 128 entries + 64 LsQ
Decode Width: 4 inst/cycle L2
Issue Width: 4 inst/cycle
Functional Units: 6 Int Alu; 2 Int Mult
4 FP Alu; 4 FP Mult
Pipeline: 14 stages
Branch Predictor: 64KB, 16 bit Gshare
Memory Hierarchy
Coherence Protocol: MOESI
Memory Latency: 300 Cycles
L1 I-cache: 64KB, 2-way, 1 cycle lat. Dcache
L1 D-cache: 64KB, 2-way, 1 cycle lat. FPAIu
L2 cache: 2MB/core, 4-way, unified,
12 cycles latency Lsd
Network Parameters ° 34 g FPRegs
) Topology: 2D mesh 3 s = 5 ROB
Link Latency: 4 cycles o Q <
Flit size: 4 bytes
Link Bandwidth: 1 flit / cycle IntRegs
Table 2. Evaluated benchmarks and input workirg set
Benchmark Size Benchmar k Size
Barnes 8192 bodies, 4 time steps Raytrace Teapot
Cholesky tk16.0 Water-NSQ 512 molecules, 4 timpste
SPLASH-2 FFT 256K complex doubles Water-SP 512 moleculdsnd steps
Ocean 258x258 ocean Tomcatv 256 elements, 5 esati
Radix 1M keys, 1024 radix Unstructured Mesh. 2Kinfet steps
Blackscholes simsmall Swaptions Simsmall
PARSEC Fluidanimate simsmall X264 Simsmall




provide any tokens to the PTB load-balancer), tiael Ibalancer will distribute th@ower
tokensbetween the active buckets (i.e., the bucketshe¢ cores over the power budget)
in an iterative way, giving extra tokens dependamgthe bucket the core is in. For a 4-
layer design, the bucket that holds the hottest @oll have ax1 multiplier on the number
of received tokens, while the coolest bucket wilé ax4 multiplier on the amount of
received tokens. For example, if buckets 1, 2 amage3active (being 1 the one that holds
the coolest cores), all the cores will receive émieen, cores in buckets 2 and 1 will
receive a second token and, finally, cores in budkeill receive a third token. If there
are anypower tokendeft, we repeat the process.

4. Experimental results

In this section we will evaluate both the origindTB and the novelloken3D
approaches as mechanisms to control temperatuae3D die-stacked CMP. In addition,
we will evaluate some specific optimizations fowvertical design that uses a custom
floorplan where hotspot structures have been plateke upper (cooler) layers whereas
cooler structures are placed in lower layers. Wik also analyze the different floorplan
organizations in order to minimize peak temperaioréhe 3D die-stacked architecture.
For our evaluation the selected power budget is 608e original power consumption of
the processor.

4.1. Simulation environment

For evaluating the proposed approache we have theed/irtutech Simics platform
extended with Wisconsin GEMS v2.1 [17]. GEMS pr@ddboth detailed memory
simulation through a module called Ruby and a cilgkel pipeline simulation through a
module called Opal. We have extended both Opal Boby with all the studied
mechanisms that will be explained next. The sinedatystem is a homogeneous CMP
consisting of a number of replicated cores conmedtg a switched 2D-mesh direct
network. Table 1 shows the most relevant parameteithe simulated system. Power
scaling factors for a 32nm technology were obtaifiech McPAT [13]. To evaluate the
performance and power consumption of the diffeneretchanisms we used scientific
applications from the SPLASH-2 benchmark suite udigon to some PARSEC
applications (the ones that finished executionegslthan 5 days in our cluster). Results
have been extracted from the parallel phase of dacithmark. Benchmark sizes are
specified in Table 2.

3D thermal modeling can be accomplished using donaated model that forms the
RC circuit for given grid dimensions. For this wonke have ported HotSpot 5.0 [21]
thermal models into Opal and have built our tileMR by replicating N times our
customized floorplan, where N is the number of sofégure 2 shows the base floorplan
design we have chosen. This floorplan was obtaired Hotfloorplaner (provided by the
Hotspot 5.0). Our resulting CMP will be composedao¥farying number of these cores
(from 2 to 16). As cited before, we will assumeiaterconnection delay between layers
of one FO4 (10m length wires, as in [19])

Moreover, thermal hotspots increase cooling cestd have a negative impact on
reliability and performance. The significant incsean cooling costs requires designs for
temperature margins lower than the worst-case. agakpower is exponentially
dependent on temperature, and an incremental fekdbap exists between temperature
and leakage, which may turn small structures irdtsppots and potentially damage the
circuit. High temperatures also adversely affeafggenance, as the effective operating
speed of transistors decreases as they heat ughisirpaper we model both leakage
(through McPAT) and the leakage/temperature looPjral, so leakage will be updated
on every Hotspot exploration window (10K cyclespakage power is translated into
power tokens and updated according to the formpla= LgaeeXx €°2k-Beta x (TCurrent - TBase)
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Figure 3. Peak temperature for PTB, Token3D andé#se case for different floorplans and core coméitions.

whereLeak Betadepends on technology scaling factor and is pealidy HotSpot 5.0,
LhewiS the updated leakades,seis the base leakage (obtained using McPADQurrentis
the current temperature afi®aseis the base temperature. Once leakage is updaisd,
translated back tpower tokens

Another important parameter is the cooling systéhe regular thermal resistance of a
cooling system ranges from 0.25 K/W for the allqgepfan model at the highest speed
setting (very good), to 0.33 K/W for the copperfainum variety at the lowest setting. In
this work we model a real-world Zalman CNPS7700Heatsink with 0.25 K/W thermal
resistance and an area of 3.268 (186mm side).

4.2 Effects of Token3D on peak temperature

Figure 3 shows the peak temperature for differdmbrplan configurations and a
varying number of cores (from 4 to 16) using stackars. The reporteidle temperature
corresponds to the average idle temperature ofcthed. The studied floorplans are:
Horizontal (Figure 1.a), Mirror (Figure 1.b), L2i¢lre 1.c), Vertical (Figure 1.d) and
Custom. As cited before, this last floorplan cop@wds to a new configuration that places
hotspots into upper layers of the 3D stack, givingre chances for them to cool down,
and will be further discussed later in the nextsaation. In Figure 3 we can clearly see
that both L2 and Custom are the best designs taceedeak temperature of the processor.
This is due to the fact that both designs placd_tha lower layers, and, as it can be seen
in Figure 4, the L2 is the coolest structure withigore, even though we are accounting
for leakage to calculate temperature. This placereaves hotspots close to the surface
and hot structures can cool down easily. We cam sde that even a simple change in the
floorplan such as mirroring between layers givekstantial temperature reduction (5-
6°C) compared to the horizontal design.

When considering the vertical design we can obsartgher peak temperature than
the horizontal one. This vertical design was intrcetl in [19] by Puttaswanst al. along
with a dynamic power saving mechanisithermal Herding that disables layers at
runtime, depending on the number of bits used bydifferent instructions. This vertical
design assumes each structure is vertically imphéeok across all layers. In our
evaluation of this vertical design, the area ocedpby each structure and its power
consumption is divided by the number of availablgers, but we do not disable any layer,
to isolate our proposed power control mechanisims fthe benefits obtained Byhermal
Herding For instance, in a 4-layer vertical design theplemented thermal model
calculates the temperature of a structure in laygrconsidering one fourth of its original

1 We define “idle” temperature as the temperaturghef whole CMP in idle state (i.e., only the
operating system is running).
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Figure 4. Peak temperature (left) and performarigbt] of a 4-layer 16-core CMP using the mirrarditplan.

power and area, however, the fraction of that sitinecis stacked on top of another equal
portion of the same structure, with all portionmgitaneously accessed, and therefore,
increasing temperature. Note, however, that theofiskermal herdingand its ability to
disable unused layers for the vertical design flsogronal to the use of our proposed PTB
andToken3Dapproaches.

When it comes to the studied power control meclmasiboth the original PTB and
Token3Dare able to reduce peak temperature by 2-26°Cndépe on the floorplan
configuration. Token3D is always 1-3% better than the original PTB balagc
mechanism. We must also note that, as we get clumsd¢he idle temperature, any
temperature reduction comes at a higher performdegeadation.

Figure 4-left shows a more detailed analysis oreffects of both PTB anfloken3Din
the peak temperature of the different core strestuiVe selected the most probable
configuration for 3D die-stacked cores (Mirror, g 1.b) and a 4-layer 16-core CMP for
this per structuretemperature analysis. As cited before, PTB @okien3Dare evaluated
with a preset power budget of 50% of the origineérage power consumption. For
comparison purposes we also evaluate DVFS tryingnédch the same target power
budget of 50%. Figure 4-left helps us to locate drsign hotspots (I-cache, TLB, Branch
predictor, Load store queue) and see how both dgekd power control mechanisms are
able to reduce peak temperature by 20-36%. For pbearthe I-cache goes from 150°C
down to 110°C, 30°C less than DVFS. We can alsdhsete on average for this selected
design,Token3Dis 5-6°C better than regular PTB. It is also im@et to note that our
cycle-level mechanisms are able to reduce all lotéspeak temperature and put them
close to the average core temperature. This lasiltrés specially interesting on 3D
architectures, as they exacerbate thermal problamdsa much tighter power control is
necessary. This is the benefit we expected from Higialy accurate power budget
matching our mechanisms provide, that ensures nainilaviation from the target power
budget and, therefore, temperature. In Figure ¥def also show thepatial gradient
(temperature difference between the hottest antesbetructure of the core). Reducing
spatial gradients is important because they casecalock skew and impact circuit delay
[1]. In particular, both PTB an@ioken3Dare able to reduce this gradient by more than
50%, from 50°C to 22°C.

In terms of performance degradation (Figure 4-jigregular PTB behaves slightly
better thanToken3D as power is equally divided between all corestaeg can get to the
next synchronization point more evenly, whileken3Dwill unbalance cores and make
them wait at the synchronization point more time.

4.3. Further temperature optimizations

In addition to the PTB temperature analysis anditt@duction ofToken3Dwe also
wanted to perform some optimizations for the veiti8D die-stacked layout. More
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specifically, we will analyze the effects on peaknperature of MLP-based instruction
window (ROB) resizing [18] and ALU selection based instruction criticality (from
ALUs placed on different layers) while varying thember of cores.

Figure 5 shows the effects on peak temperaturdfigient instruction window (IW)
sizes for a 4-layer vertical core design (Figum).1lEach core has a 128-entry IW that is
equally distributed across the different layergha vertical design (as we are working
with 4 layers, each layer has 32 entries). Entaes disabled by layer, so we disable
entries in groups of 32. In order to decide theentrIW size we use a dynamic MLP-
based IW resizing mechanism as proposed in [18Fifjure 5-left, we also show the
distribution of the average IW size for differemtrizthmark suites (represented with lines).
This average window size highly varies between bsrarks, as memory-bound
benchmarks require many IW entries to bring mor@ démultaneously from memory,
while CPU-bound applications do not need that mamtyies. Therefore, instead of just
showing the peak temperature reduction of the aeeb@nchmarks (bars in Figure 5-left)
we decided to do a design exploration of the peahperature based on the IW size. For
example, Parsec benchmarks use 0% of the time 26% @26 of the IW, 55% of the time
use a 75% of the IW (12°C reduction) and 45% ofitne use the whole IW.

When working with vertical designs we can thinkhafving different types of ALUs
placed into different layers: fast (and hot) ALURqed on upper layers for critical
instructions plus slower power-saving ALUs placeddwer layers. As our core design
includes an instruction criticality predictor wencase this information to decide where
we want to send a specific instruction. Figure dirishows the effect on peak core
temperature having half of the ALUs placed in lay2f3 (upper layers) and half of the
ALUs placed in layers 0-1 (lower layers). The AlLldghe lower layers consume 25% of
the original power consumption but are also 25%wstathan the original ALUs. Results
show a peak temperature reduction of 3-5°C. Thiallstemperature reduction is due to
the fact that in our core design ALUs are not apot (as it can be seen in Figure 4-left:
IntExec and FPAIlu structures) for the studied bemamtks, and thus, their temperature
contribution has almost no impact on the averagek gemperature of the processor.
However, we can expect better results with othed®Bund applications where ALUs
become a hotspot.

Finally, we want to introduce a custom floorplarside that merges both vertical and
horizontal designs. This design is an extensiothefL2 design (Figure 1.c) for a 4-layer
core. Based on the information provided by Figulefdwe can separate cool from hot
structures and place them in different layers. btoictures are placed in the top layer
(Bpred, Icache, Alumap, TLB, LdStQ, IntReg and RQOBhich is the closest to the
heatsink. The second layer consists of the restro€tures except the L2, and the last two
layers hold the L2 cache and memory controllerss Tastom design has the additional
advantage of reducing inter-layer communication wbheinging data from memory, as
memory controllers and the L2 are placed closénéosbcket. As we can see in Figure 3



(last bar on each group), this design is able doce peak temperature by almost 12°C for
a 4-layer 16-core processor.

5. Conclusions

3D die-stacked integration offers a great promgséntrease scalability of CMPs by
reducing both bandwidth and communication latenoplems. However, the increase on
core density leads to an increase in temperatutehatspots in these designs. Moreover,
as building process scales down below 32nm, leak@gemes an important source of
power consumption and, as it increases expongntiwaith temperature, causes a
power/temperature loop that negatively affects Dodie-stacked processors. To control
temperature, regular DTM mechanisms detect ovariggah any of the temperature
sensors and trigger a power control mechanismiit power consumption and cool the
processor down. However, neither DVFS nor task atign (the most frequently used
mechanisms) offer accurate ways to match this tqmower budget.

Power tokens anBower Token Balancin(PTB) were introduced by Cebria al. as
an accurate way to account for power and match wepaonstraint with minimal
performance degradation by balancing power amoedliffierent cores of a 2D CMP. In
this paper we evaluate these mechanisms in a neigrdecenario, 3D die-stacked
processors. In this scenario PTB is able to reduerage peak temperature by 2-20°C
depending on the selected floorplan. For specifitsiot structures (i.e., instruction
cache) PTB can reduce peak temperature by alm@stidCa 4-layer 16-core CMP. In
addition, we have proposdiken3D a novel policy that takes into account tempegatur
and layout information when balancing power, givprgrity to cool cores over hot ones.
This new policy enhances PTB by providing an addal 3% temperature reduction over
the original PTB approach. Also note that task atign is orthogonal to PTB and can be
applied simultaneously for further temperature ctidns.

To conclude this work we have also extended 3Dstheked vertical designs with
additional power control mechanisms. First, we éwhkinstruction window resizing
based on MLP. CPU-intensive applications are higldpendent on cache, but do not
show performance degradation if the instructiondein is reduced. On the other hand,
memory-intensive applications require big instroativindows to locate loads and stores
and take advantage of MLP. Based on these propente extended previous vertical
designs with adaptive instruction window resizilsgcond, we split ALUs in different
groups, low latency and high latency ALUs. Low fatg ALUs consume more power and
should be placed in upper layers of the 3D degigrthe other hand, high latency ALUs
are more energy-friendly and can be placed in Idesers of the 3D stack, lowering the
chances of becoming a potential hotspot. An insizoccriticality predictor was used to
decide where an instruction should be placed, eitha fast but expensive or in a slow
but efficient unit.

Finally, we explored a custom 3D design that mergeth vertical and horizontal
designs trying to minimize hotspots. In this dedigr processor structures are placed in
upper layers while cool structures are placed ielolayers. The design is able to reduce
peak temperature by an additional 10% / 85% oweb#st horizontal / vertical designs.
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